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Abstract: Network-on-Chip (NOC) provides regular and scalar design architecture for the system. The 

efficiency of the routing because of more complex and network scaling. The main work of the proposed 

implementing Backward Ant Mechanism which provide extra feedback congestion information and also provide 

network information region framework. This contains the combination of network information with the routing 

algorithm. By diffusing the pheromone outward, spatial and temporal network information can be exchanged 

among adjacent routers. The results shows the network performance, area efficiency is improve and congestion 

is reduced due to updating of routing table is faster. 

Index: Network-on-Chip, Ant Colony Optimization, Network Performance and Area Efficiency 

 

I. Introduction 
As the number of IP modules in Systems-on-Chip (SoC) increases, bus-based interconnection 

architectures may prevent these systems to meet the performance required by many applications. For systems 

with intensive parallel communication requirements buses may not provide the required bandwidth, latency, and 

power consumption. A solution for such a communication bottleneck is the use of an embedded switching 

network, called Network-on-Chip (NoC), to interconnect the IP modules in SoCs. NoCs design space is 

considerably larger when compared to a bus-based solution, as different routing and arbitration strategies can be 

implemented as well as different organizations of the communication infrastructure. In addition, NoC’s have an 

inherent redundancy that helps tolerate faults and deal with communication bottlenecks. This enables the SoC 

designer to find suitable solutions for different system characteristics and constraints. 

Network on chip (NOC) and System on chip (SOC) both are sub system based integrated circuit that integrates 

even component of a particular system. But, just as the name suggests NOC is designed for an organized 

network but SOC is meant for an organized device like computer. This why NOC acts as an integral link 

between the IP code and the System on chip of the computer, whereas the system on chip connects the computer 

or any other electronic device in one sole system. So, SOC is more like an embedded system that ties every unit 

of a particular device together. 

 

 
 

When the NOC chip is linked with the SOC of a system then it is going to simplify the hardware 

applications by reducing the routing functions making the SOC interconnect with the NOC so that they can 

function promptly at higher operation frequencies. Similarly, a SOC is always embedded in a long sensitive path 

which need precise placement of such chips so that the IP of the system is not affected because of the 

integration. NOC is acclaimed to be globally asynchronous locally SOC (GALS) that allows the electronic 

module to operate in a synchronous manner maintaining a clockwise connection in-between them. Routing a 

particular data with the SOC requires a lot of wiring; this increases the wiring congestions causing a lot of 

complications for the system. This is where Network on chips can act as a lifesaver, because when a Network on 

chip is connected with the SOC then they significantly reduce the wiring connections that are required by the 
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system to function. A system quite often faces semiconductors Intellectual property block, so when you have 

integrated the circuit with the NOS then you can swap the IP blocks without any trouble. This allows the chips 

to respond in a timely manner and even makes sure that the embedded system. 

 

II. Related Works 
The Networks-on-Chip (NoC) provides regular and scalable design architecture for the chip 

multiprocessor (CMP) systems. The routing efficiency dominates the overall system performance because of 

more complex applications and network scaling. The Ant Colony Optimization (ACO) is a distributed 

collective-intelligence algorithm. The ACO-based selection scheme with Backward-Ant mechanism (ACO-

BANT) can provide extra feedback congestion information compared with forward-ant mechanism. However, 

the storing and computation cost of BANT is too high for the NoC systems. In this work, we implement the 

ACO-BANT selection scheme with feasible cost on NoC. The simulation results show that the proposed scheme 

yields improvements in saturation throughput. 

Hsien-Kai Hsin, En-Jui Chang, and An-Yeu (Andy) Wu proposed the multi-processor (CMP) systems. 

The Ant Colony Optimization (ACO) is a distributed algorithm. Applying ACO to selection models of adaptive 

routing can improve NoC performance. Currently, ACO-based selection only uses the historical traffic 

information. While additional temporal and spatial information provides better approximation of network status 

for global load-balancing. In this paper, we first consider the temporal enhancement of congestion information. 

We propose the Multi-Pheromone ACO-based (MP-ACO) selection scheme which adopts the concept of 

Exponential Moving Average (EMA) from stock market. We implement a novel ACO system where ants lay 

two kinds of pheromones with different evaporation rates. The temporal pheromone variation can help to 

capture hidden-state dependencies of upcoming congestion status. Secondly, to acquire the spatial range of 

congestion information, we propose Regional-Aware ACO-based (RA-ACO) selection to record historical 

buffer information from routers within two-hop of distances, which helps to extend spatial pheromone coverage. 

Information provided by the proposed two schemes improves the system performance.  

Chen Wu, Chenchen Deng proposed an efficient application mapping approach is proposed for the co-

optimization of reliability, communication energy, and performance (CoREP) in networkon-chip (NoC)-based 

reconfigurable architectures. A cost model for the CoREP is developed to evaluate the overall cost of a 

mapping. In this model, communication energy and latency (as a measure of performance) are first considered 

in energy latency product (ELP), and then ELP is co-optimized with reliability by a weight parameter that 

defines the optimization priority. Both transient and intermittent errors in NoC are modeled in CoREP. Based on 

CoREP, a mapping approach, referred to as priority and ratio oriented branch and bound (PRBB), is proposed to 

derive the best mapping by enumerating all the candidate mappings organized in a search tree. Two techniques, 

branch node priority recognition and partial cost ratio utilization, are adopted to improve the search efficiency. 

Experimental results show that the proposed approach achieves significant improvements in reliability, energy, 

and performance. Compared with the state-of-the-art methods in the same scope, the proposed approach has the 

following distinctive advantages: 1) CoREP is highly flexible to address various NoC topologies and routing 

algorithms while others are limited to some specific topologies and/or routing algorithms; 2) general 

quantitative evaluation for reliability, energy, and performance are made, respectively, before being integrated 

into unified cost model in general context while other similar models only touch upon two of them; and 3) 

CoREP-based PRBB attains a competitive processing speed, which is faster than other mapping approaches. 

 

III. System Description 
 In the natural world, ants (initially) wander randomly and upon finding food return to their colony 

while laying down pheromone trails. If other ants find such a path, they are likely not to keep travelling at 

random, but to instead follow the trail, returning and reinforcing it if they eventually find food. 

Over time, however, the pheromone trail starts to evaporate, thus reducing its attractive strength. The 

more time it takes for an ant to travel down the path and back again, the more time the pheromones have to 

evaporate. A short path, by comparison, gets marched over more frequently, and thus the pheromone density 

becomes higher on shorter paths than longer ones. Pheromone evaporation also has the advantage of avoiding 

the convergence to a locally optimal solution. If there were no evaporation at all, the paths chosen by the first 

ants would tend to be excessively attractive to the following ones. In that case, the exploration of the solution 

space would be constrained. 

Thus, when one ant finds a good (i.e., short) path from the colony to a food source, other ants are more 

likely to follow that path, and positive feedback eventually leads to all the ants following a single path. The idea 

of the ant colony algorithm is to mimic this behavior with "simulated ants" walking around the graph 

representing the problem to solve. 
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Fig 3: Backward Ant Mechanism 

 

 
Fig 3.2: Pheromone Diffusion 

 

3.1 Network Information Region and Linking NIR with Existing Selection Functions 

In the proposed system, the Backward Ant Mechanism and Network Information Region Framework is 

combined to improve the network lifetime, throughput and efficiency. The routers under consideration are 

named information nodes (INs) and are represented with dots in the figures. We identify the router nodes as 

Nðx; y; tÞ, where x; y denote the location of the node and t denotes the time slot. 

 

 
Fig 3.3 : State Transition 

 

3.2 Formulation of Diffusive Pheromone PhD to Link with Spatial Information 

The pheromone accumulated in each router represents the observed historical information. By making 

use of this information and spreading it outward hop by hop, neighbouring routers can acquire not only the 

present network status but also the status of the past. Therefore, the NIR of ACO-PhD can expand on both 

temporal domain and spatial domain. Before introducing the formation of PhD, we want to explain the notation 

of the directions in our NoC system. For each router, the entire NoC is separated into four regions, which are 

NE, NW, SE, and SW. For example, for packets heading to NE region, selection function may choose North or 

East channel for transmission. To make a proper choice, network status of the two directions are required. Since 

there are four regions and two directions for each region, the network status is divided into a total number of 

eight directions. Note that NE and EN are both required for packets heading to NE region, while NE stands for 

the network information of North channel and EN stands for that of the East channel. To receive the information 

from the eight directions, each router has to provide corresponding information for others. 

 

3.3 Design Parameters of ACO-PhD 

 There are two design parameters in ACO-PhD. One is the ACO weighting a. The other is the 

pheromone diffusion PhD weighting b. We further describe the physical meaning and the proper value of each 

weighting. 

 



Implementation Of Ant Colony Optimization Adaptive Network-On-Chip Routing Framework Using…  

DOI: 10.9790/1676-1102017479                                          www.iosrjournals.org                                    77 | Page 

3.3.1 ACO Weighting 

The ACO weighting a determines the composition of PhA .It determines the ratio between the 

historical information stored in the local router and the incoming information sent from the neighboring routers. 

A higher a leads to a higher ratio of PhD, indicating that the routing algorithm relies more on the incoming 

information over the historical information stored. A lower a, on the other hand, indicates more trust on the 

historical information that the local router observed.  

 

3.3.2 PhD Weighting 

PhD is the pheromone value that propagates the network information outward. The ratio between 

PhACC and PhD is controlled by PhD weighting b. Higher b indicates higher proportion of PhAcc in PhD , 

which increases the significance of the temporal information. Lower b, on the other hand, indicates higher 

proportion of PhD in PhD , which increases the significance of the spatial information.  

 

3.3.3 ACO-PhD Weighting Settings  

The value of a and b ranges from zero to one. We show the latency of different settings of a and b 

under saturation throughput. For network performance and hardware friendliness, we choose the optimized 

value of (a, b) in uniform traffic to be (0:5; 0:375) in our simulations. In addition, we find this setting is also a 

suitable choice in different kinds of synthetic and real traffic patterns. 

 

IV. Proposed Algorithm 
4.1 Network Information Region and Linking NIR with Existing Selection Functions 

In the proposed system, the Backward Ant Mechanism and Network Information Region Framework is 

combined to improve the network lifetime, throughput and efficiency. The routers under consideration are 

named information nodes (INs) and are represented with dots in the figures. We identify the router nodes as 

Nðx; y; tÞ, where x; y denote the location of the node and t denotes the time slot. 

 

 
 

The input parameter ACO stands for the set of admissible output channels, which is computed by the 

routing function RF. The output parameter is the selected channel ACO: 

1) Region computation. For each channel in AOC (line 2), we first compute the region for reaching certain 

columns in the pheromone tables (line 3).  

2) Pheromone accumulation. We use (6) to update the accumulation pheromone PhAcc (line 4).  

3) Path selection. We select the route from the highest value of pheromone and compute the corresponding 

channel from region (lines 6 and 7). 
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V. Simulation Environment 
5.1 Hardware Requirements 

System Intel CORE i5 4200(4th Generation) 

Hard Disk 500 GB. 

Monitor 15.6 inch 1GB VGA. 

RAM 4 GB 

 

5.2 Software Requirements 
Operating System  Ubuntu 

Tool Network Simulator Version 2 

Front End TCL (Object Oriented Tool) 

 

VI. Performance Analysis 
   Simulation Results 

The simulation results shows that the Path relocation, Congestion overhead and the Throughput 

performance of the Ant Colony Optimization system. 

 

Fig 6.1 Path Selection 

 
 

Fig 6.2 Throughput Performance 

 
 

Fig 6.3 Congestion Overhead 
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VII. Conclusions And Future Work 
We bring out the concept of network information region, which indicates the network information 

utilized by each routing algorithms and also combining the backward ant mechanism. We use the NIR to 

analyze each related work and propose the ACO-based adaptive routing with pheromone diffusion (ACO-PhD) 

algorithm. We show that we can reconfigure the ACO-PhD algorithm to each routing algorithm in its NIR 

subsets by adjusting the parameter settings. This concept can help in developing more advanced reconfigurable 

schemes for different types of traffic or design constraints. The overall performance is evaluated and compared 

with other related works, showing that ACO-PhD can achieve the highest performance among all schemes on 

both saturation throughput and area efficiency. While combining these two mechanisms, there will be occurring 

some drawbacks like power consumption and processing time will be more. The future work is to reduce these 

factors and achieve the highest parameters. 
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